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## Project Description

Over the last decade, deep learning systems have enjoyed tremendous success in the area of computer vision and natural language understanding, including object recognition and machine translation. However, they still struggle in tasks which require deliberate thinking and multi-step reasoning, because they mostly relied on the correlation of the dataset to make predictions rather than capturing the true underlying reasoning processes. In order to develop a more general and intelligent learning machine, we would need to seek for a new technique that can make deep learning model learns to reason.

This project will investigate and explore the reasoning capabilities of artificial neural networks in the context of a visual question answering (VQA) problem. The new VQA model will be developed and evaluated on GQA[[1]](#footnote-1), a real-world visual reasoning dataset. This dataset contains over 113K images and 22M compositional questions, and is designed explicitly to test reasoning skills, such as spatial understanding, counting, comparing, logical reasoning, and storing information in memory.

VQA is a challenging multi-modal AI research problem, which requires both visual and language understanding. Making progress in this domain would have immense real-world impacts, such as aiding visually impaired individuals and enhancing human machine interaction. In addition, VQA is a great domain to measure the intelligence and reasoning capabilities of a machine, due to the variety of skills required to tackle different types of question.

## Project Goal

The goal of this project is to develop a new VQA model capable of responding to relatively complex questions that require multi-steps reasoning and inference over real-world images. The performance evaluated on the GQA dataset should be comparable to the current state of the art deep learning models.

## Scope of the Project

1. **Literature Review**

The first step is to investigate recent methods which use transformer for joint representation of visual content and natural language, such as VL-BERT[[2]](#footnote-2), and understand how they can be used in a VQA system. The next step is to explore the use of various deep learning techniques, which has been shown to perform well on visual reasoning tasks, such as attention mechanism, memory augmented neural networks and MAC networks[[3]](#footnote-3), and investigate how they can be further improved.

1. **Model Development**

First, the baseline VQA model (LSTM, CNN) will be implemented to set the benchmark to improve upon. Then the new model architecture will be designed to incorporate the pre-trained joint representation of image and text with the reasoning module.

1. **Model Evaluation**

The model will be evaluated using different metrics which are introduced along with the GQA dataset, including accuracy, consistency, validity and plausibility. For instance, the validity metric evaluates whether the model gives valid answer (respond with colour for colour questions or yes/no for binary questions).

1. **Qualitative Analysis**

Model’s interpretability and explainablity will be explored and visualised (e.g. visualisation of attention mechanism) to understand the underlying reasoning process of the model. Also, the generalization ability of the model will be studied using another dataset with different type of questions or images.

1. **Quantitative Analysis**

The accuracy from each question type will be analysed and compared with existing models to identify the strength and weakness of the model. Moreover, the analysis on data efficiency will be performed to understand how fast the model learns.
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